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12Abstract Per definition, CSCL research deals with the data of individuals nested in groups,
13and the influence of a specific learning setting on the collaborative process of learning.
14Most well-established statistical methods are not able to analyze such nested data
15adequately. This article describes the problems which arise when standard methods are
16applied and introduces multilevel modelling (MLM) as an alternative and adequate
17statistical approach in CSCL research. MLM enables testing interactional effects of
18predictor variables varying within groups (for example, the activity of group members in a
19chat) and predictors varying between groups (for example, the group homogeneity created
20by group members’ prior knowledge). So it allows taking into account that an instruction,
21tool or learning environment has different but systematic effects on the members within the
22groups on the one hand and on the groups on the other hand. The underlying statistical
23model of MLM is described using an example from CSCL. Attention is drawn to the fact
24that MLM requires large sample sizes which are not provided in most CSCL research. A
25proposal is made for the use of some analyses which are useful.

26Keywords Multilevel models . Hierarchical linear models . Quantitative analysis for CSCL

28Introduction

29From its very beginning, CSCL has been an interdisciplinary field to which a broad range
30of methodological approaches have been applied. In addition to qualitative methods,
31quantitative methods also play a central role. Many empirical studies compare the effects of
32varying CSCL environments and analyse their influence on learning or interaction
33processes. In carrying out such analyses, researchers primarily use well-established
34methods such as ANOVAs or linear regression models. However, these standard methods
35do not always meet the special requirements of CSCL research. This paper aims to show
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36that future CSCL research may have to broaden its focus and make use of more advanced
37statistical methods in order to deal better with the specific requirements of quantitative
38research in the field of CSCL.
39In general, the use of collaborative learning scenarios is based on the claim that
40individuals can take advantage of group processes, and that collaboration and social
41interaction can facilitate learning. Collaborative learning as well as computer-supported
42collaborative learning thus explicitly takes the interdependency of individuals and their
43learning processes into account. Consequently, CSCL research has to deal with complex
44data sets which may contain variables characterizing features of the groups (e.g., the
45specific setting, the tools, the instruction or the circumstances surrounding learner
46interaction) and variables describing the individual learners (e.g., their prerequisites, their
47knowledge acquisition, and their perceptions). If CSCL research aims to analyze the
48complex interplay of learning settings, individual learning processes, individual outcomes
49and group outcomes, then it has to deal with the specific requirements of all these complex
50data.

51Problems occurring in the analysis of multilevel data

52Researchers handling data of individuals interacting in groups are confronted with specific
53problems which can not be tackled using standard methods. The following prototypical
54example which will be used throughout this paper will describe such a situation.
55The sample study aims to analyse the potential of a chat tool for collaborative problem
56solving in math. To this end, small groups of students discuss a mathematical problem in a
57chat environment with the task of jointly finding a solution. Each group member’s activity
58during the chat is recorded (variable X ). After the collaboration each student has to rate his/
59her satisfaction with this solution by answering a few questions (variable Y ). The groups
60differ in their homogeneity (Variable W ) measured by an index basing on the differences in
61the group members’ maths grades.
62A prototypical dataset is shown in Table 1. These data are used throughout the article.
63The small dataset of n=17 units is too small to calculate a real MLM, but it can serve as a
64prototype for illustrating relevant concepts of MLM.
65In the study it is expected that a student’s satisfaction (dependent variable) with the
66jointly found solution corresponds to her/his activity (independent variable). A standard
67method for describing such relationship between two variables X and Y is the use of a linear
68regression. With a linear regression a straight line is found on the basis of empirically given
69pairs (xi, yi), which presents the best estimate of yi (the estimated values are described with byi)
70when xi is given (the index i=1,...,n describes the individuals). The resulting regression line is

t1.1Table 1 Prototypical example of a multilevel dataset

Group A Group B Group C Group D t1.2

Homogeneity
WA=1.7

Homogeneity
WB=2.2

Homogeneity
WC=3.7

Homogeneity
WD=4.4 t1.3

Activity X 1.8 2.5 4.7 5.1 1.3 3.5 4.4 5.1 2.0 3.7 5.1 5.4 2.1 2.7 3.7 4.2 4.5 t1.4
Satisfaction Y 1.3 1.1 0.9 0.7 1.8 1.8 2.4 2.0 4.0 4.5 5.8 6.1 4.7 5.1 6.4 6.5 7.1 t1.5

t1.6The data are used throughout the article. Even if the dataset is too small to calculate a real MLM, it serves as
an example.
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71described by Eq. 1, where β0 presents the intercept (the expected by when x=0), and β1
72presents the slope ΔX

.
ΔbY

! "
describing the increase of by for x increasing to x+1. β1 also is

73termed “regression coefficient”, ei is the residual which is the difference from a predicted by to
74an observed y. Thus ei describes the error of the prediction. Mostly β0 and β1 are determined
75by the ordinary least square algorithm (OLS). This OLS model estimates β0 and β1 in a way
76that the sum of the squared differences between the predicted byi to the observed yi is minimal

yi ¼ b0 þ b1xi þ ei i ¼ 1; :::; n ð1Þ

79Let us now focus on β1 which shows the influence of activity on students’ satisfaction.
80At first glance, various possible methods for analyzing are apparent:

811. Possibility: Students can be pooled and the linear regression of their satisfaction with
82their activity can be computed based on all 17 students without considering that they
83belong to different groups. This method ignores the fact that the students were parts of
84different groups. The analysis bases on n=17 observations and reveals β1_overall=0.35.
852. Possibility: Instead of using the individual measures, it is also possible to use the
86average activity measures and the average satisfaction of the four groups. This entails
87aggregating individual measures by calculating the averages of each group. In our
88example, the regression based on the averages reveals β1_average=0.03. This result
89would suggest that one’s activity has almost no influence of her/his satisfaction.
903. Possibility: Regressions can also be calculated separately within each group. This once
91again provides a very different result: In group A it reveals β1_A=0.15, showing a small
92negative relationship, where the more active people are less satisfied. In the other
93groups we have positive but quite different correlation coefficients (β1_B=0.10; β1_C=
940.63; β1_D=0.99). These results demonstrate that even when both aggregated and
95pooled correlations are positive, this can not be assumed to be the case for the
96individual groups. In group A, activity and satisfaction are negatively correlated,
97indicating that less active individuals in this group are the most satisfied. But this
98negative relationship can only be observed when the linear regressions are calculated
99separately for each group.

100This prototypical example illustrates the central problem with collecting data of
101individuals interacting in groups: Pooling individual data within the groups and handling
102the data as though they do not come from different groups may lead to results which
103diverge from those based on aggregating individual data within groups and using average
104values for each group, or which diverge from analysing the data for all groups separately.
105These different methods of analysis can lead to very different regression coefficients.
106And there is one additional problem, having to do with the different sample sizes. All
107three variations listed above of calculating the regressions rely on different sample sizes.
108Thus, they would have different degrees of freedom when testing for significance, and
109regression coefficients of the same size would probably lead to different significance
110values.
111The problems are caused by the hierarchical structure of the data. Such a hierarchical
112structure, as shown in Fig. 1, exists whenever a study deals with individuals who in turn are
113also members of different groups (“nested design”). The example described above
114comprises measures of individual students (e.g. activity and satisfaction), but these students
115are also members of different learning groups. It could further be the case that these groups
116are part of a third hierarchical level, for example, when the members of these learning
117groups belong to different universities. There could even be a level of measurement beneath
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118the level of the students, if we had repeated measurements for each student. Then these
119measurements would be nested within the students and they would provide another level of
120analysis.
121A multilevel structure causes problems such as those described in the prototypical
122example if individual observations at the lowest level are stochastically non-independent
123and so the individuals are not independently distributed across the groups. This means that
124the members of a single group may be more (or less) similar to one another than members
125belonging to different groups. If one repeatedly drew pairs of students randomly, then the
126people within one and the same group would be more or less similar to each other than to
127those belonging to different groups.
128Such stochastic non-independence can have three different causes: Compositional
129effects, common fate and reciprocal influences:
130Compositional effects can occur when observations are similar before the study even
131begins. This can be the case when a CSCL study works with real groups, where the learners
132come from different school classes or different university courses. Compositional effects
133may therefore occur when it is not possible to randomly assign students to the groups. Due
134to this methodological aspect, compositional effects are also known as a “design effect.”
135Even in randomized studies, however, stochastic non-independence can occur when
136group members share a common fate, which leads them to become increasingly similar over
137the course of the experiment. This occurs in most CSCL settings. If, for example, learners
138interact in small groups using a chat or forum, then only participants of a single chat group
139follow the same discussion. Only these learners are confronted with the same utterances and
140the same content of discussion; participants of a different chat group follow a different
141discussion and are confronted with different utterances. At the end of a chat discussion,
142members of different chat groups have therefore experienced quite different discussions, as
143a consequence of which only group members of the same group have equivalent conditions.
144Due to this “common fate” during the experiment, members of a single group become more
145and more similar than those belonging to different groups. The study described in our
146prototype example would have to take into account that this effect appears and thus
147provides statistical non-independence.
148There is one further cause of stochastic non-independence. In CSCL, not only members
149of the same group share a common fate. If we aim to use CSCL settings to promote active
150interaction among group members, then we have to deal with reciprocal influence. This
151effect is obvious when learners interact in small groups. A single individual can determine
152the entire interaction process within the group. Just as a creative group member may
153stimulate the whole group to have an interesting discussion, an unmotivated member with
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Fig. 1 Hierarchical data structure
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154destructive behaviour can destroy all motivation and any form of discussion among the
155other group members. In each case, learner behaviour is strongly influenced by fellow
156group members, and the same individual will behave quite differently according to the
157group to which he/she belongs. Such interactional and reciprocal influences between
158learners within groups further increase differences between members of different groups.
159When comparing the importance of these three effects for CSCL research we should be
160aware that we can minimize the effect of composition (by randomization of the learners to
161the different groups), but we can not eliminate common fate and reciprocal influence. We
162are especially interested in reciprocal influence because it is not only unavoidable in CSCL,
163it is even explicitly intended. If CSCL is meant to stimulate collaboration and support
164learning by collaboration and interaction between the group members, then such reciprocal
165influence is desired.
166Statistically, the non-independence caused by compositional effects, common fate and
167reciprocal influence can be measured using intra-class correlations (ICC). This correlation
168describes the higher (or lower) similarity of individuals within a group compared to the
169similarity of people belonging to different groups. It is equal to the average correlation
170between measures of two randomly drawn lower-level units within the same randomly
171drawn higher level unit. It can also be calculated by the proportion of variance in the
172outcome variable which is caused by group membership. If the ICC in a given data set is
173significant (for the use of different test see McGraw and Wong 1996), then it is necessary to
174deal explicitly with the hierarchical data structure. Standard methods such as the OLS-
175Regression or the standard Analysis of Variance heavily rely on the assumption of
176independent observations. If these standard methods are used regardless of a significant
177ICC, then the standard error is systematically underestimated. This underestimation results
178from the fact that the group composition, the common fate of group members and the
179effects of reciprocal influence lead to a higher similarity of individuals in the same group
180than similarity to those in different groups. With non-independence, the variance (which
181defines the standard error) within the groups will thus be smaller than it would be in groups
182formed from a stochastically independent sample. This underestimation of the standard
183error can lead to significant results which would have not achieved significance in a
184stochastically independent sample (Bonito 2002; Kenney and Judd 1986; Kenny et al.
1851998). An alpha-error inflation thus arises in hierarchical data sets. This means that due to
186the low standard error, significance tests do not test against an alpha-error of 5%, as
187intended by the researcher, but at a much higher alpha-level depending on the respective
188ICC. Stevens (1996) showed that alpha-error strongly increases with increasing intra-class
189correlation and group size. For example, in comparing two conditions with a group size of
19030 participants and an intra-class correlation of ICC=.30, alpha is equal to α=.59. This
191shows that the alpha-error inflation can be enormously high.

192Some preliminary solutions to the multilevel problem

193What is the solution to this problem? How can one correctly deal with hierarchical data?
194One possibility is to decide at which level the hierarchical data set is to be analyzed, and
195which level defines the appropriate units of analysis. If the units of analysis are the groups,
196then the analysis has to be based on aggregated data (i.e. means and standard-deviations of
197the individuals within each group). At the group level, correlations can be calculated
198between all kinds of aggregated values. Analysis is then, however, based on a much smaller
199number of units, because only the number of groups and not the number of individuals can
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200be considered. This can be viewed as a waste of data (in our example we had to calculate
201with the measures of 4 instead of 17 units). A further problem with analyses at the group
202level is that they do not allow for predictions of processes and relations at the level of the
203individual. In our example, such a group-level analysis using aggregated measure could
204only investigate whether more active groups were more satisfied with their solution.
205Conclusions concerning whether individual learners who are more active are also more
206satisfied cannot be reached. The failure to distinguish between individual effects and effects
207found at the group level has been described by Robinson (1950) and has become known as
208the Robinson-Effect. Therefore, when the aim of a study is to predict individual learning
209and not the efficacy of a group as a whole, the problem posed by hierarchical data cannot be
210solved using aggregated data.
211If a study focuses on the individual level and uses individual measures as units of
212analysis, then group effects must be considered and eliminated. A very strict way to do this
213is by controlling the group interaction in an experimental way. In an experiment we are able
214to hold constant group behaviour for each individual. This can be done, for example, by the
215use of trained confederates or by the use of bogus feedback. Then these controlled elements
216react in exactly the same way for all subjects. Thus, in such an experiment a subject acts as
217a theoretical part of a group, but there is no real interdependency between group and
218subject. Because the group’s behaviour is faked and controlled, all variance is now caused
219by the subjects. Thus, by faking, we could eliminate all group effects or systematically vary
220the group’s behaviour as an independent variable. This would be the only approach for a
221systematic variation of group influences. In this way, the individual level can remain as the
222unit of analysis. Whereas this strategy of faking has a long tradition in experiments in the
223field of social psychology, only few CSCL studies have adopted such an approach (e.g.
224Cress 2005; Kimmerle and Cress, 2007). This is due to the fact that very few factors and
225short-term processes of social interaction can be analyzed using this method, as a
226consequence of which the highly complex nature of real group interactions is ignored. By
227faking the actions of group members, the group interaction under investigation is reduced to
228a unidirectional effect from (faked) group members to a target person. The bidirectional
229effect, i.e., the fact that the target person’s behaviour also affects the group members’
230reactions, cannot be considered using this method.
231If a study does not intend to take such a reduced and experimentally controlled
232approach, a potentially effective method could be centring group members’ values on the
233group mean or standardizing them within the group. The individual measure of each person
234then reflects the difference between his/her individual value and the group mean. While the
235intra-class correlation is now equal to zero, centring or standardisation within groups
236completely neglects existing group differences. In applying this method to compare
237different CSCL settings, a study would therefore only be able to show whether a setting is
238more or less effective for a person relative to the other group members, and not whether a
239setting is more or less effective for the average learner. Hence this method also cannot be
240viewed as a solution to the problem of dealing with hierarchical data.
241A further possibility for setting up a model for group effects was proposed by Kenny and
242colleagues (Kashy and Kenny 2000; Kenny et al. 2002; see an application in Bonito and
243Lambert 2005) with the actor–partner-interaction model (APIM). This method explicitly
244takes into account reciprocal influences. The model proposes that a person is affected by
245his/her own standing on the predictor variable (actor effect), as well as by the average of all
246other members excluding that person (partner effect). In our example described above a
247person’s satisfaction would be predicted by his/her activity and by the mean activity of his/
248her team mates. Thus the actor effect is separated from the partner effect and both are part
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249of the prediction. The problem of this method is that, while it takes into account that a
250person’s behaviour is influenced by his or her team -mates, it does not take care of what is
251motivating the team-mates to act as they do.
252Burstein’s slopes-as-outcomes approach (Burstein 1978, 1980; Burstein et al. 1989)
253points the way to an extensive solution for the multi-level problem. This method proposes
254that a linear regression of a variable y on a variable x in hierarchical data should allow for
255different groups having different slopes. These slopes represent the different covariances of
256x and y in the different groups. The method takes into account that the members of one
257group have equal conditions (are stochastically non-independent) and simultaneously
258allows different groups to have different conditions, as represented by differential
259regression functions for the different groups. Burstein’s approach used differences in the
260slopes as outcome variable for a hierarchical analysis. Different slopes thus show different
261influences of group variables. Figure 2 depicts the linear regressions for the four groups of
262our example data.
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Fig. 2 Example of the slopes-as-outcome approach for the dataset given in Table 1. There are different
regression lines for the four groups. The observed cases of the different groups are marked with different
symbols
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263A short introduction to multilevel modelling (MLM)

264The slopes-as-outcome approach forms the basis of MLM (also called hierarchical linear
265model), as it was developed by Bryk and Raudenbush in 1992. MLM is also based on linear
266regression and extends it by allowing the data to be modelled at the group and individual
267level simultaneously. Instead of only one equation of a normal linear regression (as shown
268in Eq. 1) this extended model consists of a set of equations which form the linear regression
269model. The first of its equations (shown in Eq. 2) models the relation between an
270explanatory variable X and a dependent variable Y at the lowest level (Level 1).

Yij ¼ b0j þ b1jXij þ eij ð2Þ

272Eq. 2 is a standard linear regression, with a regression intercept (β0), a slope (β1) and a
274residual eij. But in contrast to normal regression equations (shown in Eq. 1), there are two
275subscripts: the subscript i=1,...,n refers to the individual and the subscript j=1,...,k to the
276different groups. Eq. 2 thus allows differing regression functions with different intercepts
277and different slopes for each of the k groups. This means that β0j and β1j are not constants
278as in normal regression models, but are variables and are different for each group j.
279The variables β0j and β1j are explained by two further equations. These equations
280describe the processes at level 2. They aim to explain the variables β0j and β1j by
281introducing further explanatory variables at the group level. Such predictors (or explanatory
282variables) are described by W. In our prototype example, we could introduce the groups’
283homogeneity in their pre-knowledge as such an explanatory variable at the group level.
284Eq. 3 then describes the linear regression with group homogeneity as a predictor of the
285respective group’s intercept, and Eq. 4 describes the linear regression with group
286homogeneity as predictor W of the respective group’s slope.

b0j ¼ g00 þ g01Wj þ u0j ð3Þ

b1j ¼ g10 þ g11Wj þ u1j ð4Þ

292These two linear regressions also have intercepts and slopes. These are described using
293γ00, γ10, γ01 and γ11 These gammas are constants with fixed subscripts. Both linear
294regressions (Eqs. 3 and 4) have residuals u.j. They represent the variance which is not
295explained by the predictor W. The residual is group specific, and in the model u0j and u1j are
296independent of the residuals eij at the individual level and have a mean of zero. However,
297the covariance between u0j and u1j is generally not assumed to be equal to zero.
298The full hierarchical linear model thus consists of the three equations: Eqs. 2, 3 and 4.
299Substituting β0j in Eq. 2 through Eq. 3 and β1j through Eq. 4 results in the following
300equation:

Yij ¼ g00 þ g01Wj þ g10Xij þ g11WjXij
# $

þ u1jXij þ u0j þ eij
# $

ð5Þ

302Eq. 5 comprises two parts. The first part (first bracket) is fixed (or deterministic), with
304fixed regression coefficients γ00, γ10, γ01 and γ11. The second part (second bracket) is ran-
305dom (also called the “error part”). This part reflects the fact that group effects are random
306and that there is some variance which is not explained by the predictors. With this random
307part, the model assumes that the groups which are part of the study are a random sample of
308all possible groups. It is due to this random part that multilevel models are also referred to
309as “random coefficient models.” The term u1jXij shows that the amount of variance which is
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310not explained by the group predictors can vary across groups. This allows for hetero-
311scendasticity, which is a term for the phenomenon that variances of the different groups
312differ. The homogeneity of variances is a necessary pre-condition for the use of many
313standard methods, and thus heteroscendasticity would not allow for the use of an OLS-
314regression.
315Figure 3 visually presents this hierarchical regression model of the data given in
316Table 1. This dataset was constructed in a way that its gammas are γ00=2, γ01=0.8, γ10=
3170.4 and γ11=0.3.
318In contrast to Fig. 2 this visualization does not show the regression line for the four observed
319groups given in Table 1 (these groups would have bWA ¼ %1:3, bWB ¼ %0:8, bWC ¼ 0:7 and
320bWD ¼ 1:4 with bW describing the z-standardized value of W). Instead it shows the effect of a
321student’s activity on her/his satisfaction in a group with a mean homogeneity bW ¼ 0, with a
322homogeneity which is a standard deviation above the tested groups bW ¼ 1

! "
, and the group

323with a homogeneity which is a standard deviation below all tested groups bW ¼ %1
! "

.
324According to the random part of Eq. 6, these groups do not result from a fixed effect (where
325W would be varied as an independent variable by establishing three different groups with
326bW ¼ 0, bW ¼ 1 and bW ¼ %1). Instead, these groups are rather hypothetical and result from
327a distribution of groups with all possible values of W. From all possible groups, there are
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Fig. 3 Visualization of MLM: The figure shows the regression lines of the group with mean homogeneity
( bW ¼ 0Þ, the groups with a homogeneity of 1 SD above the mean bW ¼ 1Þ and below the mean bW ¼ %1Þ. It
illustrates the meaning of the four gammas
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328three groups in this figure, with bW ¼ 0, bW ¼ 1 and bW ¼ %1. This makes clear that the
329regressions described in Eqs. 3 and 4 predict regression coefficients and intercepts for all
330possible W, not only for the W given in the dataset.
331Eq. 5 estimates the performance of a person i who belongs to the group j. The summands
332of Eq. 5 are visualized in Fig. 3 and can be described as follows:

333γ00 is the grand mean. It is the satisfaction of an individual in the group with a mean
334homogeneity of activity bW ¼ 0

! "
, given that this person shows no activity at all.

335Multilevel models often work with grand-mean-centred models, where γ00 is zero (see
336Paccagnella 2006), since regression coefficients are easier to interpret.
337γ01Wj represents the influence of the homogeneity of activity within the group. The
338groups of different homogeneity differ in their intercepts. In Fig. 3, γ01 represents the
339difference between a person belonging to the group with a homogeneity of bW ¼ 1 and
340a person of the group with an average homogeneity of bW ¼ 0, given that these people
341show no activity at all.
342γ10Xij is the influence of the a student’s activity, the explanatory variable at the first
343level. It represents the slope of the group with bW ¼ 0.
344γ11WjXij represents the cross-level interaction, i.e., the different slopes between the
345group with homogeneity bW ¼ 0 and bW ¼ 1. With a higher W (which also means a
346higher bW ) the slope is larger. This means that a group member’s activity has a stronger
347influence on his/her satisfaction in homogeneous groups than in heterogeneous groups.
348Between the homogeneity W and the slope of the linear regression at the first level,
349there is a linear relationship.

350For purposes of clarity, the random parts of the model are not visualized in Fig. 3,
351although they will be described verbally.

352u1jXij is part of the random model and takes into account that the slopes cannot be
353perfectly predicted for each group, i.e., there is some residual in the prediction. This
354residual u1j can differ across groups, so that heteroscendasticity (different variances in
355different groups) is allowed. Standard methods including for example ANOVAs do not
356allow for heteroscendasticity, whereas MLM explicitly deals with and models it. In
357Fig. 3 this random part of the model would cause the regression slops to be not exactly
358determined by the gammas.
359u0j describes another random part of the model, relating to the residual in the
360prediction of the groups’ regression constants. This means that the explanatory variable
361at the higher level,W, does not perfectly predict the intercepts and that some unexplained
362error variance remains. This residual is the same for all individuals of the same group.
363eij is an individual specific residual showing that not every person’s measure lies
364directly on the individual’s respective regression line.

366Testing the multilevel model

367This full hierarchical model is highly complex. Because of the sparsity of theory and data,
368Hox (2002) suggests that the model be tested using an iterative procedure with five steps.
369The first step is the intercept-only model (also referred to as “null model” or “empty
370model”). It includes no explanatory variables at the individual or the group level. The
371intercept-only model does not explain any variance, but only reveals the proportion of
372variance caused by the groups.
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373The intercept-only model is given in Eq. 6.

Yij ¼ g00 þ u0j þ eij ð6Þ

374In our prototypical example, the model could show whether people’s satisfaction depends
376on the group they belong to. The model is a one-factorial ANOVAwith the random factor u
377describing the different groups. This model allows for calculation of the ICC which is
378presented in Eq. 6.

ICC ¼ Var u0ð Þ
Var u0ð Þ þ Var eij

# $ ð7Þ

380In Eq. 7, u0 describes the between-variance on level 2.
381Only if the ICC is significant must a multilevel model be used. So, if the ICC is not
382significant, we can apply a standard regression without any concern, because there is no
383group effect in the data.
384The second step includes the lower-level explanatory variable X as fixed variable (i.e.,
385the variance components of the slopes are constrained to zero). This results in the following
386ANCOVA model with the covariate X and a random group factor u:

Yij ¼ g00 þ g10Xij þ u0j þ eij ð8Þ

388In our prototype example this model would predict people’s satisfaction by their activity
390during the chat, and it would take into account that the students are members of four
391different groups. So it would consider the group effect as a fixed effect. This would allow
392us to say that the four groups differ, but it would not allow us to make any prediction about
393groups with other homogeneity than the four measured.
394If this model has a significantly better fit than the intercept-only model (which can be
395tested using a chi-square test), then in a third step a model can be chosen which includes the
396explanatory variables at the group level.

Yij ¼ g00 þ g10Xij þ g01W1j þ u0j þ eij ð9Þ

398In our prototype example we could now additionally predict the different average
400satisfaction of the groups with the homogeneity of the group (W). This would allow us to
401test if homogeneous groups are in general more satisfied than heterogeneous groups.
402The fourth step allows for varying slopes in the different groups, as so it is also called
403“random coefficient model”.

Yij ¼ g00 þ g10Xij þ g01W1j þ u1jXij þ u0j þ eij ð10Þ

404In our example this model additionally allows the regression coefficient from satisfaction
407to activity to be different for the four groups.
408In the fifth step, a cross-level interaction between the explanatory group level variable W
409and the individual level explanatory variable X is introduced. This enables the different
410slopes of the groups to be predicted by the group level explanatory variable.

Yij ¼ g00 þ g10Xij þ g01W1j þ g11W1jXij þ u1jXij þ u0j þ eij ð11Þ

411In our prototype example we could now predict the different regression coefficients in
414the groups with the homogeneity of the group. We could, for example, state that the more
415homogeneous a group is, the stronger (or the weaker) the influence of one’s activity is on
416her/his satisfaction.
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417This iterative procedure demonstrates that even when data result from a hierarchical
418structure, it may not always be necessary to use the full hierarchical model shown in Eq. 5.
419Less complex models with fewer coefficients are often sufficient. But if we find a
420significant ICC then we have to determine if one of those models is necessary.
421The model described thus far is a complex model with two levels and one explanatory
422variable for each level. According to the experimental design, larger or smaller models can
423also occur. For example, the appropriate equation for a two-level model which does not
424include any explanatory variables at the lower level would be:

Yij ¼ g00 þ g01Wj þ u0j þ eij ð12Þ

426This model is an ANOVA model with a random effect and can also be calculated using
428standard software such as SPSS. In our prototype example such a model would be
429appropriate if we would like to provide a model for the different groups’ different effects on
430students’ satisfaction and if we would like to predict these effects with the group
431homogeneity W.
432Of course, it is also possible to calculate models with more than one explanatory variable
433at the first or the second level. Such models can be found in the MLM literature (e.g.,
434Raudenbush and Bryk 2002; Hox 2002; Snijders and Bosker 1999).

435Hierarchical models in CSCL research

436Over the course of the last few years, multilevel models have become part of standard
437research procedure. A search for the terms “multilevel” or “HLM” in the database
438PsychInfo reveals that the very first articles appeared in the eighties and that the number of
439articles has greatly increased to more than 350 over the last five years. In modern
440educational psychology, hierarchical methods have especially gained a strong position
441through large-scale studies in the context of evaluating educational systems. In studies such
442as OECD-PISA, which compare educational systems in different countries, it is obvious
443that data are nested (learners in classes, classes in schools, and schools in school systems or
444in countries). A nice example of such a multilevel study can be seen in the work of Marsh
445and Hau (2003) who evaluated the data of 100,000 students in 4,000 schools, distributed
446across 26 countries. In this study, the extraordinarily large amount of data permits the
447analysis of an interesting interaction which considers all three levels: an interaction effect
448between the selectivity of a school system and the individual self-concepts of the learners in
449classes with different performance levels (the so-called “big fish little pond effect”). Such
450an effect can only be addressed by means of MLM. If a study aims to investigate cross-level
451interaction effects, then an adequately large sample is required, although it is not always
452necessary to have so much data at one’s disposal as, for example, Marsh and Hau (2003). In
453her simulation studies, Kreft (1996) states that a two-level model requires approximately 30
454groups of 30 individuals, 60 groups of 25 individuals or 150 groups of 5 individuals in
455order to test for cross-level interaction with adequate power. An adequate study should
456therefore be based on a minimum of approximately 1,000 individuals. Kreft found a rapid
457decrease in statistical power when the sample size falls below this threshold and a high risk
458of failing to detect existing cross-level interaction effects. In their simulation studies Maas
459and Hox (2005) found evidence that such enormous sample sizes are not needed. But they
460state that a small sample size, especially in level two (less than 50), leads to biased
461estimates of second-level standard estimates. In simulations with only ten groups they
462found a bias up to 25%.
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463This represents a problem within CSCL research, where sample sizes are for the most
464part considerably smaller. CSCL research often deals with small groups (mostly groups of
465between two and twelve learners) and studies often do not have the capacity to work with
466as many groups as would be necessary according to the simulation studies discussed above.
467In current research on collaborative learning, the predominantly small group sizes thus
468seem to be a dead-end for the application of MLM. With small sample sizes at the group
469level, the potential for detecting group level effects and the confidence of the estimated
470regression coefficient values are low.
471Nevertheless, some authors have begun to use multilevel models in CSCL research
472despite small sample sizes. In the following section, the studies which deal with group
473influences in collaborative learning will briefly be described and their results with regard to
474group effects will be summarized.
475Strijbos et al. (2004) investigated the effect of roles on group effectiveness in CSCL with
47610 groups of approximately four learners each. Strijbos et al. (2007) used a different sample
477of 13 groups. Piontkowski et al. (2006) studied the effect of a sequencing chat tool based on
478the participation of 40 groups of three learners each. All three studies found significant
479intra-class correlations (ICC between.32 and.45) and were able to explain some of the
480group variance using second level factors.
481Some studies show a more complex MLM where the dependent variable is measured
482repeatedly, and where these repeated observations nested within the students serve as the
483lowest level. For example, Schellens et al. (2005) used such a three-level model to predict
484learners’ knowledge construction in asynchronous discussion groups. Data were collected
485on four measurement occasions (according to four discussion themes) for each of the 286
486students, who where nested in 23 groups. The 3-level hierarchical model revealed
487significant influence of the student-level predictors (attitude toward the learning
488environment and engagement in the discussion groups), but no group-level effects.
489The follow-up study of De Wever et al. (2007) holds a similar three-level design. Their
490data sets consist of 14 ten-person groups, with four measurement occasions each. This
491study confirmed the results of the previous one in revealing no significant group effect. In a
492four-level model with the levels “message,” “theme,” “student,” “group,” the “groups” and
493the “messages” had a significant effect. But an additionally provided comparison to a
494unilevel OLS model shows that most parameters, including the p-values, were quite similar
495so that OLS and MLM lead almost to the same conclusion. So, when focusing on possible
496group effect, the use of MLM would not have been necessary.
497In Schellens et al. (2007), 230 students were assigned to 23 asynchronous learning
498groups to test the influence of student, group and task characteristics on students’ final
499exam scores and their levels of knowledge construction. It revealed that only 6% of the
500overall variability in the final exam scores is explained by the group characteristics. So in
501this case also an MLM would not be necessary. With regard to knowledge construction the
502situation was different. Here about 19% of the variance was explained by differences
503among groups. Students in active groups which were active in discussion performed at a
504qualitatively higher level than those belonging to less active groups.
505Chiu and Khoo (2003, 2005) analyzed the effect of rudeness and status on group-
506problem-solving with 80 people belonging to 20 groups. They used a three-level model
507with “speaker turns” as level 1, “time periods” as level 2 and “group” as level 3. They
508found significant effects of the group level which explained 12% of the total variance. But
509when the groups were divided into successful and unsuccessful groups no significant group
510heterogeneity remained. Thus, here also, MLM was not necessary in analyzing the group
511effect.
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512In sum, it seems too early to summarize the results of these studies. But it appears that
513the amount of variance explained by groups is rather small compared to the amount of
514variance which is explained through the lower levels of time periods or themes. So, even if
515in many of these studies the use of MLM could be criticized as inadequate in the case of
516such small samples sizes on the highest level, it seems nevertheless very important for
517empirical research in collaborative learning that the influences of the groups be considered
518explicitly. CSCL studies often implicitly assume that collaboration of learners has an effect,
519but the data do not always support this assumption. For testing it, MLM would be a potent
520method. But so far we do not have a clear picture about the biases MLM produces with
521small samples. For future research in CSCL it would seem desirable in some cases to apply
522different statistical means, in order to be able to compare their results. In its current state,
523our research is at the very beginning of a discussion of methodological issues for measuring
524the effect of collaboration and of establishing an adequate methodology Q1(Snijders and
525Fischer 2007). Given that no satisfying solution to the multilevel problem in CSCL research
526has thus far been found, studies with much smaller samples sizes and their critical
527discussion may help to widen the focus of CSCL research and further direct attention to
528concurrent existing deficits in its methodology.

529Conclusion and suggestions for further CSCL research

530Since CSCL research is explicitly founded on the claim that learning in groups can improve
531individual learning processes and enhance individual learning outcomes, efforts should be
532made to find a method which is adequate for testing and identifying such effects. Recent
533research has often been restricted to traditional methods which are not able to deal with the
534specific requirements of CSCL research. Some authors are aware of the multilevel problem
535and subsequently have decided to analyze the processes solely at the group level using
536exclusively aggregated data (e.g., Hron et al. 2000). This method is too superficial,
537however, when it comes to analysing the complex combination of individual processes and
538group influences involved in CSCL settings. Using groups as the unit of analysis is a waste
539of data and reduces quantitative analyses to a comparison of different CSCL settings
540without considering that learning is an individual process which, while taking place in a
541group, is primarily an individual cognitive process. It is precisely the analysis of this
542interaction between group influences and individual pre-requisitions which should
543constitute an important goal within CSCL research.
544While a consideration of groups as units of analysis is unsatisfying, it is not acceptable
545to neglect the hierarchical structure of the data and analyze the individual data at the
546individual level without considering group effects. As shown in the prototype example
547above, this yields misleading results. Both authors and reviewers of journal submissions
548should be more aware of this problem. Data can only be analyzed at the individual level
549given that no significant intra-class correlation exists. This in turn, however, also means that
550the group has no effect. In dealing with CSCL data, MLM seems to be the method of
551choice. Intra-class correlations can be used to identify the effect of collaboration, and
552factors of the learning environment (instruction, tools, roles, content etc.) can be interpreted
553as mediators and included in a hierarchical linear model as second level predictors. The
554influence of the instruction, tools, or learning scenario can be modelled as a cross-level
555interaction. Even if MLM appears to be the optimal method for CSCL research, we must be
556aware that the enormous sample size required cannot be realized in many studies.
557Nevertheless, studies with small samples should also consider using multilevel models.
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558Such studies should report results obtained using traditional methods and those obtained
559with multilevel methods, in order to allow a comparison of the two. Additionally, future
560research should focus on simulation studies which make possible an estimation of how
561much power and reliability correlation coefficients lose in the case of small sample sizes.
562As long as no optimal statistical methods exist for the analysis of small sample sizes,
563CSCL research should continue to attempt multilevel models, even though they may be
564imperfect. As a minimum standard in CSCL, the ICC should be calculated and tested for
565significance, whenever the sample size is large enough. If a CSCL setting does not produce
566a significant intra-class correlation, then the groups do not appear to have a systematic
567impact on people’s learning. Indeed, in single groups there may be an influence on the
568learners, but this influence then remains unpredictable by variables describing the group.
569In the case of a significant ICC, the slopes of the different groups can be compared if the
570study includes an individual-level predictor. If a study includes one or more group-level
571predictors, then the data can be analyzed with a random-coefficient model (ANOVA with
572varying instead of fixed factors), given that the groups’ different intercepts are of interest.
573All of these methods can be used with smaller sample sizes and are adequate for many
574CSCL studies which do not apply a full hierarchical design with individual level predictors,
575group level predictors and cross-level interactions.
576In general, CSCL research should address the hierarchical structure of its data in a more
577explicit manner. We might change our point of view so as not to interpret groups only as a
578source of unintended error variance, but we should also be interested in group effects and
579cross-level interactions as important outcome variables.
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